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Abstract

Bayesian methods are becoming very popular despites practical difficulties in
implementation. To assist in the practical appiarabf Bayesian methods, we show how
to implement Bayesian analysis with WinBUGS as pé# standard set of SAS routines.
This implementation procedure is first illustratadfitting a multiple regression model
and then a linear growth curve model. A third exemg also provided to demonstrate
how to iteratively run WinBUGS inside SAS for Mor@arlo simulation studies. The
SAS codes used in the current study are easilyndgteto accommodate many other
models with only slight modificatiorThis interface can be of practical benefit in many
aspects of Bayesian methods because it allowsAeuSers to benefit from the
implementation of Bayesian estimation and it altmass the WinBUGS user to benefit

from the data processing routines available in SAS.
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A SASInterfacefor Bayesian Analysiswith WinBUGS

Bayesian methods have received more and moreiattentsocial and behavioral
researches (e.g., Myung & Pitt, 1997; Seltzer &iCR0O03; Lee, 2004) and these models
have been successfully applied to item responselnde.g., Chang, 1996; Fox & Glas,
2001), factor analytic models (e.g., Bartholome®81, Lee, 1981), structural equation
models (e.g., Scheines, Hoijtink, & Boomsma, 1998ngdon, 2003), genetic models
(e.g., Eaves & Erkanli, 2003), growth curve modelg., Zhang, Hamagami, Wang,
Grimm, & Nesselroade, 2007), and multilevel modelg., Seltzer, Wong, & Bryk,
1996). In a recent debate by Trafimow (2003, 2@0%) Lee & Wagenmakers (2005), the
advantages and disadvantages of Bayesian methadsliseussed and a promising
future of Bayesian applications has been suggeBtskd on the review of applications
of Bayesian methods in social and behavioral rese&upp, Dey, and Zumbo (2004)
further concluded that both applied and theorettoahmunities could not afford to miss
the opportunities opened up by Bayesian methods.

A drawback to the implementation of Bayesian analgad estimation is the
programming and computation demands. However, thi#ghdevelopment of the
computation capacity, the cost of computation ceptable given its benefits.
Furthermore, the emergence of the free availableBWGS software (Spiegelhalter,
Thomas, Best, & Lunn, 2003) has made the programminch easier than before.
WInBUGS is accepted as the most widely used andesoant tool for estimating both
simple and complex Bayesian models (Congdon, 22003; Cowles, 2004).

A complete WinBUGS program consists of three pditsModel Specification, (2)

Data Input, and (3) Starting Values. Users firgchtd learn how to specify a model in
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WInBUGS syntax and these specifications vary actdésrent models. In this paper, we
will illustrate how to specify three models: a nipik regression model, a growth curve
model, and a confirmatory factor model. Becausectmgributed WinBUGS example
programs for many models are available freely @ MhnBUGS development website,
we focus on helping readers understand WinBUGS<add customize the codes for
their own empirical data analysis.

The data format in the Data Input and Starting ¥alparts of WinBUGS is very
similar to Splus / R data format (Spiegelhalterpiftas, Best, & Lunn, 2003).
Researchers who are not familiar to the Splus/R fdatmat may find it difficult to
transform data to be compatible with WinBUGS. Foatiely, there are some free
programs or macros that can transform differenhfds of data to WinBUGS format,
such as an R function R2ZWinBUGS by Sturtz and Lsggeset of SAS macros by
Sparapani, an excel macro xI2bugs by Misra, andralalone program BAUW by Zhang
and Wang (see Appendix A for Internet links).

Although WIinBUGS can be used as menu-driving safweve present a batch
procedure to call and run WinBUGS inside a SASpsciiihis procedure has several
advantages over other methods. First, it is easyrtVinBUGS for researchers who are
already familiar with SAS. Second, it permits aeaasher to use SAS procedures before
and after Bayesian modeling. It is easy to desa@arktransform data first in SAS, run
the WinBUGS program for Bayesian estimation, arhtbave and plot results using
SAS procedures. Third, although WinBUGS providésianu” to run the program, the
“batch” processing approach used here decreasgsdhability of mistakes and allows

users to easily repeat similar analyses. This phaeeis especially useful and convenient
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for analysis requiring the repetition, such as iont¢ Carlo simulation studies. This
procedure is demonstrated in the following sections
A Complete Procedureto Run WinBUGS inside SAS

To run WIinBUGS inside SAS, the procedure portrayeldigure 1 can be followed.
In the following sections, we describe this progedusing three examples: (1) a multiple
regression model, (2) a linear growth curve moaledi (3) a confirmatory factor analysis
model. The first example aims to demonstrate hoapiay the whole procedure in
Figure 1, including how to specify a model, tramsfalata, create starting values, and run
WInBUGS inside SAS to implement Bayesian analyBige second example is based on
the linear growth curve model (e.g., Meredith &akis1990; McArdle & Nesselroade,
2003) and aims to illustrate how to specify a nmmplex model. The third example
aims to show how to iteratively run WinBUGS inst8AS for the Monte Carlo

simulation study.

Example 1. The Multiple Regression Model
For the purpose of demonstration, we use a meltiggression model with two
predictors. The model can be written as
y[i] = b0 + bl * x1[] + b2 * x2[i] + €[i], i=1, ..., N.
In its probability form, this model can be exprekas
1) yll | X2, x2[i] ~ N(4i], o)
Mi] = b0 + bl * x1f] + b2 * x2[i],
whered is the residual or measurement error variancés Hte intercept, and b1 and b2

are regression coefficients. A data set with thea size N=1000 was generated from
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this model with the population parameter valuesasdiO = 1, b1l = 2, b2 = 3, amgf = 4.
The SAS codes for data generatation are givélODE 1. The complete codes for
running WinBUGS inside SAS to fit this multiple regsion model are provided in
CODE 2 throughCODE 8.

CODE 1. Data generatation
DATA Sim_Reg;
b0=1; b1=2; b2=3; sig_e=2; seed=20060118; N = 100 0;
DO_N_=1TON;
x1=RANNOR(seed);
x2=RANNOR(seed);
e=RANNOR(seed);
y = b0+b1*x1+b2*x2+sig_e*e;
KEEP y x1 x2;
OUTPUT,
END;
RUN;

CODE 2. Mbdel specification
DATA model;
INPUT model $80.;
CARDS;/*start the model*/
model{
#Model specification
for (iin 1:N) {
yli]~dnorm(muy][i], Inv_sig2_e)
muy[i]<-b0+b1*x1[i]+b2*x2]i]

#priors
bO~dnorm(0, 1.0E-6)
b1~dnorm(0, 1.0E-6)
b2~dnorm(0, 1.0E-6)
Inv_sig2_e~dgamma(1.0E-3, 1.0E-3)
#parameter transformation
Sig2_e<-1/Inv_sig2_e
}

RUN;

DATA NULL_;

SET model;

FILE "C\SASWIinBUGS\RegModel.txt";
PUT model;

RUN;
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CCODE 3. Data transfornation
% _lexport(data=Sim_Reg, file="C:\SASWInBUGS\RegData Axt,
var=y x1 x2);

CODE 4. Starting val ues specification
DATA NULL_;

FILE "C\SASWiInBUGS\ReglInit.txt";

PUT "list(b0=0, b1=0, b2=0, Inv_sig2_e=1)";
RUN;

CODE 5. Batch scripts to run W nBUGS
DATA NULL_;

FILE "C:\program files\WinBUGS14\RegBatch.txt";
PUT/ @@

#1 "display('log")"

#2 "check('C:/SASWinBUGS/RegModel.txt")"
#3 "data('C:/SASWinBUGS/RegData.txt'")"
#4 "compile(1)"

#5 "inits(1, 'C:/SASWinBUGS/Reglnit.txt")"
#6 "gen.inits()"

#7 "update(2000)"

#8 "set(b0)"

#9 "set(b1)"

#10 "set(b2)"

#11 "set(Sig2_e)"

#12 "dic.set()"

#13 "update(5000)"

#14 "dic.stats()"

#15 "coda(*,'C:/SASWinBUGS/output’)"

#16 "save('C:/SASWinBUGS/bugslog.txt’)"
#17 "quit()"

RUN;

CODE 6. Run WnBUGS in SAS X wi ndow
DATA _NULL_;

FILE "C\SASWinBUGS\runreg.bat";

PUT 'CD C:\program files\WinBUGS14';

PUT 'WinBUGS14.exe /PAR RegBatch.txt';
PUT 'EXIT

RUN;

DATA NULL_;
X "C\SASWInBUGS\runreg.bat";
RUN; QUIT;

CODE 7.View log file and DI C and debug errors
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DATA log;

INFILE "C:\SASWinBUGS\bugslog.txt" TRUNCOVER,;
INPUT log $80.;

log=translate(log," ","09"x);

RUN;

PROC PRINT DATA=log;
RUN;

CCDE 8. Stati stical inference
%coda2sas(out=coda, infile="C:\
SASWiInBUGS\outputindex.txt',
chain='"C:\\SASWinBUGS\outputl.txt', stats=1);
QUIT;

Sep 1. Install SASand WinBUGS

The first step is to install SAS and WinBUGS. SilsZS is widely used, we assume
that SAS has been installed and only focus onrtbgaliation of WinBUGS. WinBUGS is
free software and can be downloaded from its wel§gippendix A). The download is an
executable file and it can be setup as a usualbiéoclick and follow screen instructions”
Windows program. WinBUGS requires a key for itsastricted use. The key is sent by
e-mail once the user completes a registration fomrthe WinBUGS website.
Sep 2: Setup SAS environment for WinBUGS

A set of free SAS macros written by Sparapani (Aqjre A) can be used to
transform data from SAS data format to WinBUGS datmat. The macros can be
downloaded from their website (See Appendix A, #43lightly modified version was
used in this article, which is also freely avai@bh\ppendix A, #7). The following
instructions can be followed to setup the macros.
1. Put the macros into a folder. To avoid unintentiyndeleting these macros, we

suggest putting the macros into the foldér\Program Files\SAS\bugs

“bugs " is a new folder that needs to be created first.
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2. Modify the SAS configuration file, sasv8.cfg for SA.x or sasv9.cfg for SAS 9.x.
Open the file in notepad and add the two lineswelbthe end and save it.

-insert sasautos 'C:\Program Files\SAS\bugs'
-insert sasautos ''SASROOQOT\core\sasmacro'

Sep 3: Express the model in WinBUGS language

To implement Bayesian analysis in WinBUGS, we firséd to express the models
using WinBUGS syntax. For a typical WinBUGS progrdhe model specification part
must include two sub-parts: the expression of tbdehand the choice of prior
distributions (Spiegelhalter, Thomas, Best, & Lu@03). For the regression model, the
codes are given iG@ODE 2.

All WinBUGS programs start with a keywondodel and the whole model
specification part needs to be put within a paibmaicketd } . The first section of the
model specification part can be viewed as the ttraaslation of the probability form of
the model. For the regression model in EquationM2nBUGS codes for theh
individual were

y[i] ~ dnorm(muyf[i], Inv_sig2_e) , and

muy[i] <- b0 + b1*x1[i] + b2*x2]i]

The first line indicates thafi] had ¢) a normal distributiondnorm ) with two
arguments: meamuy[i] and precisiornv_sig2_e . The precision in the second
arguments is the reciprocal of the variancerf)/ The mean was equal te-() the
combination of the two predictorl andx2 with the regression coefficientd andb2.
Because we had N=1000 individuals, we uséar@nl:N){...} loop to repeat this
specification for each individudkor is the keyword for a loop.in 1:N in the

parentheses means replacingsingl, 2, ..., N and then implement everything in the
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bracketq} following for (i in 1:N)

In the second section of the model specificatiam, pege need to choose a prior
distribution for each parameter in the model. g tegression model, there were 4
parameterd)0, bl , b2 , andinv_sig2_e . For the regression intercept and regression
coefficients, the normal distribution priors witteam 0 and precision 1.0E-6 were
specified abk~dnorm(0, 1.0E-6) with k=0,1,2 , which is a widely used
non-informative prior (Congdon, 2001, 2003). Far firecision parameter, a Gamma
distribution gamma prior with shape and scale parameter = 1.0E-3usad
Inv_sig2_e~dgamma(1.0E-3, 1.0E-3) , Which is also a widely used
non-informative prior for the variance parameteori@don, 2001, 2003). Finally, we
transformed the precision back to the variance.

By running the codes iIBODE 2, the WinBUGS model specification codes for the
multiple regression model were saved into a filkkeddRegModel.txt .

Sep 4: Configure a SAS program to run WInBUGS

In this step, we configured a SAS program to créateBUGS compatible data,
construct a staring value file, run WinBUGS, andlgre the MCMC data generated by
WInBUGS. The following 5 steps can be done in SAS.

Sep 4-1: Create a WINBUGS data file

By using the SAS macros in Step 2, a SAS dataasebe converted to the
WinBUGS format. WinBUGS uses a keywdist(...)  to organize the data. The data
in the parentheses can be a scalar, a vector, array For a scalar, the format is
ScalarName=data .For exampleN=1000 andT=5. For a vector, the format is

VectorName=c(datal,data2,...,dataN) . The keyworcc combines the values
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separated by the comma in the parentheses intctarvEor exampleMu=c(0,0) is a

vector with 2 elements. For an array, the form&trrsyName=structure(.Data

=c(datal, data2, ... ), .Dim=c(nrow, ncol,...)) . WIinBUGS reads data
in .Data = c(datal, dataz, ...) into an array by filling the right-most index for
dimensions inDim = c(nrow, ncol,...) first. For example, for a two-dimension

(3x2) array,

y=structure(.Data=c(1,2,3,4,5,6), .Dim=c(3,2))=

g w
D A~N

The SAS macros set up in Step 2 can convert SAGiatat alist ~ with vector
(_Llexport )orarray (_sexport ). Using the codes i@ODE 3, a SAS data set was
converted to WinBUGS vector data and saved initealh this example, the macro
_lexport  was used. data= defines the SAS data set to be used. Here it V&S
data set calle&im_Reg. file=  defines the file to save the data in WinBUGS data
format. var= defines the variables to transform. In the gererdata file, three
vectorsy, x1, andx2 along with a scalar representing the sample §izdQ00) were
saved.

Sep 4-2: Create a starting valuefile

For each parameter in the model, a starting vadeelsto be either specified
manually or generated by WinBUGS. Usually, for eeahonical parameter, we give it a
starting value manually and let WinBUGS generagedthers. The format of the starting
values has the same format as the data. The sayn®wansform data can be used to
create starting values. Usually, the starting \alre relatively easier to handle and can

be put together directly. The SAS code€M@DE 4 created a starting value file for the
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regression model. All the staring values were pgether in dist and saved in the file
“Reglnit.txt
Sep 4-3: Create a script fileto run WINnBUGS

In this step, we used the batch mode to run WinBUGE3DE 5 provides the SAS
codes for the regression model.

Line #1 opened a log window to trace the historg amors of the implementation
process. Line #2 checked whether the syntax ifiltneRegModel.txt " was correct.
Line #3 read in the data, Line #4 compiled the nhddee #5 initialized the parameters
using the data in the starting value file, and l#8egenerated the staring values for the
parameters that were not specified in the staxtaige file. Line #7 generated 2000 data
points for each parameter but these data poinlieddaurn-in data points) were discarded
to ensure convergence. In Lines #8-11 the paramete specified to be estimated. The
parameters need to be specified since the samptaddints for unspecified parameters
will not be saved. Line #12 was used to monitor€ (Spiegelhalter et. al. 2002) that
can be used as a fit statistic to compare modeie. #13 generated the other 5000 data
points which were saved to be analyzed in SAStatrstical inference. Line #14 wrote
the DIC into the log file. Line #15 saved the gexted data points in Line #13 into two
files. The first file was the index fil@utputindex.txt "that included the index for
each estimated parameter defined in Lines #8-1& sElsond file was the data file
‘outputl.txt 'that saved the data points generated. Thesevides also called
CODA (Convergence Diagnostic and Output Analysiskf Line #16 saved the log file
where the DIC and error information can be foundel#17 was used to quit the

WInBUGS program when finished.
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Three comments are worth emphasizing here. Hriststript file must be saved
where WinBUGS is installed, usuallZ€\program files\WinBUGS14\ . Second,
one can change the folder where the model fileg tilat, staring value file, coda file, and
log file are saved. However, the slaghi instead of the usual backslash’needs to be
used in the path. Third, WinBUGS is sensitive t lihwercase and uppercase letters.
Sep 4-4: Run WInBUGS and debug errors

To run WinBUGS, we first createdran.bat  file using the codes in the first
paragraph o€ODE 6. We then ran WinBUGS in the X window using the &®th the
second paragraph. After implementing the first paoagraphs of the codes, a DOS
window opened and the WinBUGS program implemenrtedotocedure specified in Step
4-3. After finished, the WinBUGS program exited ahd SAS window returned. Then
the first thing to check is the log file. The code€ODE 7 can read the log file and print
its content in the output window of SAS. Any errorsunning WinBUGS can be
targeted by the information provided in the log fil
Sep 4-5: Read CODA filesinto SAS and implement statistical inferences

The CODA file generated by WinBUGS can be read 8A& using the macro
coda2sas with the codes iI€CODE 8. The first argumentdut= " specified the name of
a SAS data set to save the generated data poists.aHlata set calleddda ” was
created. ihfile= " specified the index file andchain= " specified the data file saved
in Step 4-3. By specifyingstats=1 ", the macrocoda2sas generated the history plot
and the histogram with the overlaid kernel denartgl calculated the descriptive statistics
for each parameter. If more analyses are needed;amwork on the data setota ”.

For the regression model, the history and histogukots for the regression model are
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given in Figure 2. From the history plots, the gated sequences for all parameters
converged through the “eyeball” check. The denglitys and descriptive statistics for the
four model parameters are given in Figure 2 andeThprespectively. From Table 1, the
estimated parameters were very close to the popalaalues used to generate the data.
---------- Insert Figure 2 and Table 1 about here—
Example 2. The Linear Growth Curve Model
We have shown how to use the procedure in Figioeektimate a multiple
regression model. In this example, we presenteatigrowth curve model to demonstrate
how to specify a more complex model using WinBUG®&tax. The linear growth curve

model (e.g., McArdle & Nesselroade, 2003) can bigevr as

i, t] = Li] +tx g1 +¢i i
L[i] = g4, +v[1] i=1---,N; t=1---,T,
Si] = g +vd 1]

wherey]i t] represents the observed score forithendividual at occasiot) L[i]
represents the level aifi] represents the slope for thb individual,€i,t] represents the
measurement errogy. and/s are the average level and slope of N individuatslv, [i]
andvdi] are the individual deviances for the initial Iéaad slope from the average level
and slope forth individual.

Using probability density function, this model da@ expressed as

yii, I L], 91~ NCA4i 6, o)
(2) i, t] =i +tx$i i<, --4N; t=1,---, T,

FR (|

whereN represents the univariate normal distributiag,represents the variance of

measurement errors|N represents the multivariate normal distributiorf, and o<’
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represent the variances of the level and slopesotisely, andg; s is the covariance
between the level and slope. Equation (2) indictitasthe level and slope have a
bivariate normal distribution and the observedafale has a univariate normal
distribution with the mean expressed as the contbimaf the level and slope.

Based on this linear growth curve model, we sinadat data set with N=1000
participants, and T=5 occasions using SAS withptbigulation parameter valugs=10,
Us =5, 0 =1, 01°=4, o¢=1, andd.s=1 or g <=.5. Since the maximum likelihood
estimation (MLE) has commonly applied to obtaingmaeter estimates for the linear
growth curve model (e.g., Demidenko, 2004; Lairth&re, 1982), we briefly compare
the results from Bayesian estimation (BE) with tnhbem MLE.

For the linear growth curve model, the model speatiion part is given iI€ODE 9.

CODE 9. Mbdel specification of the |linear growth nodel
DATA model;
INPUT model $80.;
CARDS;/*Start of the model scripts*/
model
{#Model
for (i in 1:N)Y{
LS[i,1:2]~dmnorm(Mu[1:2], Inv_cov[1:2,1:2])
for (tin 1:T){
y[i,t]~dnorm(MuY][i,t], Inv_sig2_e)
MuYi,t]<-LS[i,1]+LS][i,2]*t
}

}
#Prior

Mu[1:2]~dmnorm(MuOQ[1:2], Inv_cov0[1:2,1:2])
MuO[1]<-0

MuO[2]<-0

Inv_covO0[1,1]<-1.0E-6

Inv_cov0[2,2]<-1.0E-6
Inv_covO0[2,1]<-Inv_covO0[1,2]
Inv_covO0[1,2]<-0

Inv_cov[1:2,1:2]~dwish(R[1:2,1:2], 2)
R[1,1]<-1
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R[2,2]<-1
R[2,1]<-R[1,2]
R[1,2]<-0
Inv_sig2_e~dgamma(.001,.001)
#Transform of the parameters
MuL<-Mu[1]
MuS<-Mu[2]
Cov[1:2,1:2]<-inverse(Inv_cov[1:2,1:2])
Sig2_L<-Cov[1,1]
Sig2_S<-Cov[2,2]
rho<-Cov[1,2])/sqrt(Cov[1,1]*Cov[2,2])
Sig2_e<-1/Inv_sig2_e

}

/*e’nd of the model scripts*/
RUN;

DATA NULL_;

SET model;

FILE 'C:\SASWinBUGS\GrowthModel.txt’;

PUT model;

RUN;

Since the level and slope are bivariate normakyritiuted, we need to specify a
bivariate normal distribution for them whichdeanorm in WinBUGS. The bivariate
normal distribution has two augments: mean veatdr@variance matrix. In WinBUGS,
the second augment fdmnorm is the precision which is the inverse of the cauase
matrix. In WinBUGS, this bivariate distribution wagpressed as

LS[i,1:2]~dmnorm(Mu[1:2], Inv_cov[1:2,1:2]) :
whereLSJi,1:2] is a 2x1 vector with two elemerit$[i,1] andLS[i,2] ;
LS[i,1] is the level andLS[i,2] is the slope for individual Mu[1:2] is a 2x1
mean vector; anthv_cov[1:2,1:2] Is the inverse of the covariance matrix of the

initial level and slope. Since we had N=1000 induals, we usedf@r(iin1:N){...}

loop to repeat this specification for each indigturhe observed variabjehad a
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univariate normal distribution which was expresasd

y[i,{]~dnorm(MuYTi,t], Inv_sig2_e)
Because each individual had an observation fronasioo 1 to T=5, we used a second
loopfor (tin 1:T) nested in the first one to represent this.

For the linear growth model, there were 6 pararseghéu[1,2]

Inv_cov[1:2,1:2] , andinv_sig2_e . We gave the mean vectdu[1,2] a
bivariate normal distribution prior. For the precis matrix (nv_cov[1:2,1:2] ), a
Wishart distribution prior was used since it is theltivariate generalization of the
Gamma distribution. For the precisionygfa Gamma distribution prior was used.

By running the codes iIBODE 9, the WinBUGS scripts for the growth curve model
were saved into a file calleGfowthModel.txt .

In this example, we used the NxT (1000x5) arrap ] . Using the scripts in
CODE 10, the SAS data s&im_LinGM was converted to WinBUGS array data using
macro_sexport and saved into a file call€égrowthData.txt . All the starting
values were put together idist and saved in the fildfitValues.txt ". Note

that this set of starting values included all thigmes of data.

CODE 10. Data transfornation and starting val ues for the
| i near grow h curve nodel
% _sexport(data=Sim_LinGM,
file ='"C:\\SASWinBUGS\GrowthData.txt',
var =y1-y5);

DATA NULL _;

FILE "C\SASWinBUGS\InitValues.txt";

PUT "list(Mu=c(0,0), Inv_cov= structure(.Data =
c(1,0,0,1),.Dim=c(2,2)), Inv_sig2_e=1) ";

The batch scripts and thigat file for this linear growth curve model were very

similar to those for the regression model and wiendit repeat them here. The complete
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SAS codes for this model are available by requser running the complete SAS codes,
all parameter estimates from WinBUGS along witrsthrom SAS MIXED are
summarized in Table 2. From Table 2, the paranestmates from WinBUGS were very
close to the population values. Furthermore, thharpater estimates from WinBUGS and
SAS MIXED were nearly identical, which demonstratest Bayesian method estimation

provides the same level of accuracy as MLE wheninfmrmative priors are used.

Example 3. Monte Carlo Simulation of a Confirmatory Factor Model
Bayesian methods have been mainly used as anatltex to MLE or to estimate
complex models which usually cannot be easily estth with MLE. Simulation studies

are necessary when evaluating new or complex mod&BUGS is not very flexible

for simulation studies because it can only rumglsimodel or a single data set at one
time. However, SAS can be sued to iteratively imp@at the simulation procedure. To
demonstrate how to use SAS to iteratively run Wi we use a confirmatory factor
model with one latent factor and four observedaldas. A path diagram with the
population parameter values is plotted in Figur&/8.generated 100 sets of data from the
population models and parameter estimates werénebtéor each data set using
WIinBUGS. We compared the mean of the parametenasts from all 100 sets of data

with the population values.

For the simulation study, the model specificatgtayting values, and script file to
run WinBUGS are the same for each data set. Thanfmlg codes irCODE 11 can be

used to set up those for the confirmatory factodehadn this example, a new WinBUGS
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command Stat() ” was used, which calculated the summary statisticeach
parameter inside WinBUGS.

CODE 11. Conmon scripts for the CFA sinul ation
TITLE “Model specification for the CFA”;
FILENAME model "C:\\SASWinBUGS\cfamodel.txt";
DATA model;
INPUT model $80.;
CARDS;/*start the model*/
model{
for (i in L:N){
for (tin 1:T){
y[i,t]~dnorm(muyf[i,t],Inv_sig2][t])
muy[i,t]<-fload[t]*fscore]i]
}
fscore[i]~dnorm(0, 1)
}
for (tin 1:T){
fload[t]~dnorm(0, 1.0E-6)I(0,)
Inv_sig2[t]~dgamma(0.001, .001)
Para[t]<-fload]t]
Para[t+4]<-1/Inv_sig2[t]

)
;

RUN;

DATA NULL_;
SET model;
FILE model;
PUT model;

RUN;

TITLE “Starting values for CFA”;
DATA _NULL_;

FILE "C:\SASWinBUGS\cfaini.txt";

PUT "list(fload=c(.5,.5,.5,.5), Inv_sig2=c(1,1,1,1) )"
RUN;

TITLE “Batch scripts to run WinBUGS?”;

FILENAME runcfa 'c:\program files\winbugs14\runcfa. txt';
DATA NULL _;

FILE runcfa;

PUT@1 "display('log’)";

PUT@1 "check('C:/SASWinBUGS/cfamodel.txt")" ;

PUT@1 "data('C:/SASWinBUGS/cfadata.txt")";

PUT@1 "compile(1)";



A SAS Interface for WinBUGS 20

PUT@1 "inits(1, 'C:/SASWinBUGS/cfaini.txt")";
PUT@1 "gen.inits()";
PUT@1 "update(2000)";
PUT@1 "set(Para)";
PUT@1 "update(3000)";
PUT@1 "stats(*)";
PUT@1 "save('C:/SASWinBUGS/cfalog.txt")";
PUT@1 "quit()";
RUN;
DATA _NULL_;
FILE "C\SASWinBUGS\runcfa.bat";
PUT ™C:\program files\WinBUGS14\WinBUGS14.exe" /PA R
runcfa.txt’;
PUT 'exit’;

RUN;

For the Monte Carlo simulation study, each datayeeerated from the population
model was different and the parameter estimates &ach data set generally were likely
to be somewhat different. Thus, we need to genenatgple data sets and estimate the
parameters for each data set iteratively. To dg) the used a macro that can be called
iteratively. Each time this macro was called, mgeted a data set and obtained
parameter estimates from the model. The marnafa(n) for the CFAis given in
CODE 12. In the first part, a data set was generated tt@rpopulation model. Then this
data set was saved into a filgfddata.txt " in WIinBUGS data format. In the next
part, WIinBUGS was run in X window to implement Bayesian analysis based on this
generated data set. Finally, the log file was ie&@ SAS to obtain the parameter
estimates. Notice that we did not save the COD&sfdnd calculate the parameter
estimates in SAS. Instead, we read in the paramstanates from the log file directly. In
this case, we need to make sure the generatedrnsmgueonverged. In the current

example, we first ran one set of data and fountttteagenerated sequences for all

parameters converged after 100 iterations. Althaugimay use 100 as the burn-in data
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points, we used 2000 to ensure the convergencdlfthre other data sets.

CODE 12. The macro for data generati on and nodel estinaiton
%MACRO simcfa(n);
TITLE 'Generate the Data’;
DATA Sim_CFA;
*setting the true parameter values;
fload=.8; sig2=.36;
* setting statistical parameters;
N = 200; seed = 20060802+&n; M=4;
* need to setup arrays so we can have more variable S;
ARRAY y_score{4} y1-y4;
ARRAY e_score{4} yl-y4;

* generating raw data;
DO_N_=1TON;

* now the indicator variables ;
f score=RANNOR(seed);
DOt=1TO M;

y_score{t} = fload*f_score
+sqrt(sig2)*RANNOR(seed);
END,;
KEEP yl1-y4,
OUTPUT,;
END;
RUN;

[*Data*/
% _sexport(data=Sim_CFA, file="C:\SASWinBUGS\cfadata Axt,
var=yl-y4);

[*Run WinBUGS*/
DATA NULL_;
X "C:\SASWinBUGS\runcfa.bat";
RUN;
QUIT;

/*Read in the log file to view the parameters*/
TITLE 'Simulation '&n;
DATA log;
INFILE "C:\SASWinBUGS\cfalog.txt" TRUNCOVER ;
INPUT log $80.;
log=translate(log," ","09"x);
IF (SUBSTR(log, 2, 4) ne 'Para’) then delete;
RUN;
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PROC PRINT DATA=log;
RUN;
%MEND;

To run the macro above 100 times to generate 1f20s#ds and obtain 100 sets of
parameters, we configured another maarssimcfa  which is given inCODE 13.

CODE 13. The macro for running sinulation iteratively
%MACRO runsimcfa;
%LET n=1;
%DO %WHILE(&n <= 100);
%simcfa(&n);
%LET n=%EVAL(&n+1);
%END;
%MEND runsimcfa;
*run the macro
%runsimcfa,

After running the codes I@BODE 13, the 100 sets of parameter estimates were
printed in the SAS output window. Usually, for egerameter, we need to calculate 3
numbers: the mean and the standard deviation (f.dgch parameter estimate, and the
mean of the associated standard errors (MSE) fh@d1®0 sets of data. All of these can
be calculated using the SAS code€@DE 14.

CODE 14. Data process of the sinulation results

[*Save the output and log into files*/

DM OUTPUT 'FILE "C:\SASWinBUGS\allresults.txt™;
DM LOG 'FILE "C:\SASWinBUGS\allresults.log™;

TITLE “Analyze the Monte Carlo simulation results”;
DATA temp;
INFILE "C:\SASWinBUGS\allresults.txt" TRUNCOVER ;
INPUT all $90.;
IF (SUBSTR(all, 7, 4) NE 'Para’) THEN DELETE;
FILE "C:\SASWInBUGS\temp.txt";
PUT all;
RUN;

DATA temp;

INFILE "C:\SASWinBUGS\temp.txt";

INPUT parid parname $ parest parsd MCerror p25 medi an p975
start sample;
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id=int((_N_-.1)/8)+1,
parest=abs(parest);
RUN;

[*Parameter Estimates*/

PROC TRANSPOSE DATA=temp OUT=parest PREFIX=patr,
BYid;
ID parid;
VAR parest;

RUN;

[*Calculate the mean and s.d. of the parameters*/

PROC MEANS DATA=parest;

VAR parl-par8;

RUN;

[*SDs*/
PROC TRANSPOSE DATA=temp OUT=parsd PREFIX=sd;
BYid;
ID parid;
VAR parsd,;
RUN;
[*Calculate the mean of the s.e.*/
PROC MEANS DATA=parsd;
VAR sd1-sd8;
RUN;
After runningCODE 11 throughCODE 14, we can obtain the results in Table 3. The
means of the parameter estimates are very clabe fpopulation parameter values to
generate the data. Furthermore, the standard dmsawere the same as the MSE

indicating the estimated standard errors were sterdi with the true standard errors.

Discussion
WIinBUGS is a powerful tool for implementing Bayasianalysis and estimating
complex models (Rupp et al., 2004) and SAS is widskd statistical software in
academic and research institutes. Their combinatibradvance the application of both
Bayesian methods and sophisticated models in saethbehavioral research. The whole

procedure we presented and the SAS codes we pobeateconveniently interface SAS
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and WinBUGS. This procedure is beneficial to maggearchers including advanced
Bayesian users who already have rich experiencBayesian analysis and researchers
who are familiar with SAS but yet to find out thiity of Bayesian approach.

The procedure in Figure 1 was illustrated usinguétiple regression model, a linear
growth curve model, and a confirmatory factor mottethe first example, we
demonstrated how to apply the proposed interfatedsn SAS and WinBUGS using a
multiple regression model. The second example stdwe to specify a more complex
model and the last example focused on the iterateeof WinBUGS for Monte Carlo
simulation studies. All three examples can be capdid and modified to accommodate
new models.

Two concerns about the Bayesian analysis includedmputational time and
programming intensity. However, with the availalyilof powerful computing facilities,
the computing time is not a big problem any mow. é&xample, the multiple regression
model took about 10 seconds to finish the estimgtimcedure on an “out-of-dated”
laptop (Celeron 1.7 and 512M RAM). The growth cumnvedel with N=1000 and T=5
took about 120 seconds. For the confirmatory factodel example, it took only 30
minutes to finish the whole simulation study (WitbO sets of data). Furthermore,
although the different models need different m@gecification, the example WinBUGS
codes for many models can be obtained freely. Bylsi replacing the model
specification part in our example and with a feWwastminor changes, a new data set can
be analyzed by a new model.

For the aim of illustration, we only used threateiely simple models as examples.

However, the same procedure allows and shows aalyastvhen estimating more
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complex models which cannot be analyzed in SASyeasich as the change point
models (McArdle & Wang, 2007; Wang & McArdle, undewriew), dynamic item
response models (Ram et al., 2005) and categalyoamic factor models (Zhang &
Nesselroade, 2007). Complexity of models also ntlaealifference of computation time
less noticeable between Bayesian and MLE methoolweler, the precision of the
parameter estimates is even better for Bayesiahaodst

To close the discussion, we would like to evalubhé&sproposed procedure based on
our practical experience. First, this proceduneeiy useful for analyzing data using the
similar model. For example, when we analyzed thgnitive data using the same linear
growth curve model, we only need to import the diatta SAS and run the exact same
procedure without changing anything except the nahtlee data set. Second, this
procedure is especially useful for simulation stsdit is well known that WinBUGS is
not flexible for simulation studies because it cam only single replication at one time.
Our procedure can be viewed as a useful suppleto&dinBUGS. This procedure has
been proved useful in Bowels (2006), Zhang, Hamaled Nesselroade (in press), and

Zhang and Nesselroade (2007) for different simohasitudies.
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Appendix

Appendix A. List of the programs or macros
1. SAS: http://www.sas.com
2. WinBUGS: http://www.mrc-bsu.cam.ac.uk/bugs/webeoshtmi
3. R2WinBUGS by Sibylle Sturtz and Uwe Ligges:
http://cran.r-project.org/src/contrib/DescriptidR&WinBUGS. html
4. SAS Macros by Rodney Sparapani: http://www.mdw/pcor/bugs/
5. xI2bugs by Sanjog Misra: http://smisra.simorester.edu/software.htm
6. BAUW by Zhiyong Zhang and Lijuan Wang: http:#iwapsychstat.org

7. Modified version of Rodney Sparapani’'s SAS Mactdtp://bauw.psychstat.org
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The parameter estimates for the regression model.
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True estimate s.e. Cl
b0 1 0.99 0.064 (0.87,1.12)
bl 2 2.04 0.065 (1.92, 2.17)
b2 3 3.01 0.064 (2.89, 3.14)
sig2_e 4 4.06 0.184 (3.71, 4.45)

Note. s.e.: standard error; Cl: confidence interval.
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Table 2.

Parameter estimates for the linear growth model

WIinBUGS SAS MIXED

True Value Estimate S.e. Estimate s.e.
7 10 10.12 0.071 10.12 0.071
Us 5 5.01 0.033 5.01 0.034
o’ 4 3.96 0.227 3.96 0.226
o5’ 1 1.04 0.051 1.04 0.051
0 1 0.97 0.025 0.97 0.025
As 0.5 0.45 0.034 0.44 0.038

Note. s.e.: standard error.
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Table 3.

Results from the confirmatory factor analysis

Parameters TRUE Mean s.d. MSE
0.8 0.81 0.06 0.06
Eactor 0.8 0.82 0.06 0.06
Loadings 0.8 0.80 0.06 0.06
0.8 0.81 0.06 0.06
0.36 0.35 0.04 0.05
Uniqueness 0.36 0.37 0.05 0.05
Variances 0.36 0.38 0.05 0.05
0.36 0.36 0.05 0.05

Note. Mean: the average value of the parameter estinfiadm 100 sets of simulated data.
s.d.: the standard deviation of the parameter astisnfrom 100 sets of simulated data.
MSE: the average standard errors of the paramstenates from 100 sets of simulated

data.
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Figure Captions
Figure 1. The flow chart to run WinBUGS inside SAS
Figure 2. History plots and Histogram plots of parameteosfthe regression model

Figure 3. Path diagram for the population confirmatory éachodel
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Step 1: Install SAS and
WinBUGS

Step 1-1: Install SAS

|

Step 2: Setup SAS
environment for WinBUGS

Step 1-2: Install
WiIinBUGS

|

Step 3: Express the model in
WinBUGS language

|

Step 4: Configure a SAS
program to run WinBUGS

Step 4-1: Create a
WinBUGS data file

Step 4-2: Create a
starting values file

Step 4-3: Create a script
file to run WinBUGS

Step 4-4: Run WinBUGS
and debug errors

Step 4-5: Read CODA
files into SAS and
Implement statistical
inference

Figure 1. The flow chart to run WinBUGS inside SAS
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Figure 3. Path diagram for the population confirmatory éachodel



